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D.  RISK ANALYSIS OF ELEMENTS 

Objectives of Section:


(  Discuss the use of rainfall probability as a way to provide additional information on potential crop productivity in early warning for food security.


(  Provide step-by-step instructions on the use of historical and operational rainfall data to calculate and enhance information on crop moisture needs.


(  Enhance user understanding of the procedures with exercises.

1.0  Background


A reliable long-range seasonal forecast can be a key factor to solving many food security problems.  Unfortunately, these forecasts are still in the realm of development and experimentation and therefore, unreliable.  Consequently, their application to long-range planning is limited.  Until these forecasts become more reliable, planners, decision-makers, and operational agrometeorologists must rely on historical data in a probabilistic sense to enhance their needed agrometeorological information.


Rainfall probability has long been calculated by many climatologists and agrometeorologists in SADC.  However, this tool has not been implemented in the context of early warning for food security.  Also, in this section, the concept of risk analysis (probability) is used with historical rainfall data.  It will address the following questions:  Given the crop moisture at any given time during the growing season, how does the current season compare with the average season? best season? worst season?  What is the chance of receiving the needed moisture for an adequate crop in subsequent periods or until the end of the season?


In this volume, only rainfall is addressed as it is considered the most important variable for the potential crop productivity in SADC.

1.1  Concepts

1.1.1  Normal Distribution


For many climatological series of data, the so-called normal distribution is often assumed.  This type of distribution is characterized by the Gaussian or bell-shaped curve which is symmetrical about its mean.  The probability density function of the normal distribution is represented by:
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where μ is the population mean and σ is the population standard deviation.  The population (universe) consists of all possible values of a variable X.  Π is a constant and is equivalent to 3.14159.  To secure the population values is not practical nor is it available.  Therefore, it is best estimated by a sample, the size of which may vary.  From the sample of size n, the mean is estimated by:
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In agrometeorology, the mean (average), as calculated above has often been used interchangeably with the term "normal" as a measure of the central tendency of a variable.  In a statistical sense, the use of normal or mean (average) is specific.  In a literal sense, this central tendency is perceived by the public as a regular or an usual phenomenon.  In some climates, however, the normal may not equate to the mean or the average.  For example, in a semi-arid climate, there are usually more rainfall days with smaller amounts of rainfall than larger amounts.  When few large amounts are added with many small amounts, the central tendency is often not the average or the mean.  Because of this, it is recommended that the use of the term "normal" be avoided when reference is made to rainfall.

The sample standard deviation is estimated by:
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3
1.1.2  Gamma Distribution


As indicated above, the distribution of rainfall values may not be normal, i.e. it does not follow the bell-shaped curve.  In fact, it may be skewed as shown in the example of Figure 1.  For this reason, the average or mean rainfall may not approximate the central tendency very well.  In Figure 1, the frequency distribution of several classes are plotted.  The class mark (middle value of class interval) is noted on the horizontal scale.  The mean (average) rainfall is 99.8 mm, but the most usual (modal) amount is 74.5 mm.  This skewness is more apparent for shorter periods such as dekadal or even monthly periods.  Longer periods, such as seasonal or annual rainfall may follow the normal distribution.

[image: image4.wmf]
1Figure 1.  Frequency analysis of January rainfall at Francistown, Botswana.


The gamma distribution has been found to fit rainfall data series, which are often skewed as illustrated in Figure C.1.  It has a zero lower bound and a limitless upper bound.  It is defined by the frequency or probability density function as:
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where: Β is the scale parameter, γ is the shape parameter, and Γ(γ) is the ordinary representation of the gamma function γ.  X is the rainfall value under consideration.  The parameters γ and β are estimated by:
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where:
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The probability of any particular value is determined by the standardized t(F) values, where F is the probability and t(F)=X/β for a given γ from statistical tables.  To deal with this on a practical scale, a software, e.g. FAOMET (Gommes and See, 1994) which allows the calculation of these probabilities should be available and incorporated as part of the operational monitoring system.  The procedure and sample calculation (by hand) for this determination are given in sections 3.0 and 4.0 below.

1.1.3  Cumulative Distribution


As noted above, to determine the theoretical distribution and probabilities associated with selected rainfall values, it is necessary to estimate the scale and shape parameters initially and refer to the incomplete gamma tables with estimated values of "t" and eq \O() .  A more simple empirical (non-parametric) estimate of probabilities is to use the cumulative distribution.  It has also been referred to as the percentile rank method.


The cumulative distribution involves ranking the data series from the lowest rainfall value to the highest.  If, for example, if there were n=30 values, the lowest value will be ranked 1 (noted by m=1); the highest value will be ranked m=30.  The simple estimate of probability, F, is obtained by the formula, F=m/(n+1).  These F values are the cumulative relative frequencies or estimate of the population probabilities.   To illustrate, the lowest rank, m=1 will have a F value of 1/(30+1) or 0.032 (or 3.2 percent). Similarly, the highest rank, m=30 in the example will have an associated probability of 30/31 or 0.968 (96.8 percent).

1.1.4  Conditional Probability


  Conditional probability asks the question: given that "X1" amount of rainfall had fallen up to the present, e.g. from planting to the end of a specified period, what is the probability that the crop would receive the "X2" required moisture to the end of the current crop cycle (or for any defined period)?


The conditional probability of X2 given that X1 has occurred is depicted by P(X2│X1).  This is calculated by determining the number of times in the period events X2 and X1 can occur and dividing this by number of times event X1 can occur, that is:


P(X2│X1) = number of ways X1 and X2 can occur(number of ways X1 can occur.  

The vertical bar (│) symbolizes "given that".  In essence the conditional probability is the ratio of these events determined from historical records. These probability values are executed in accordance with the above equation.  In operational monitoring, values of X1 and X2 will vary in time, depending on the planting date.  Consequently, the frequency or number of times events X1 and X2 occur must be determined in real-time operations.  A suggested output of this potential product is exemplified in Figure 2 (Mattei and Sakamoto, 1993).  After determining the probability for each site, the map is plotted and analyzed spatially.  The map is plotted using available computer programmes.

[image: image9.wmf]
1Figure 2.  Sample of an output showing the chance of receiving the required rainfall for a specified period to meet the maize water requirement.

2.0  Data Requirement

2.1  Recommended Number of Sample Years


For rainfall probability analysis, it is recommended that as many years as possible be used, but not less than 20 years.  The physiographic and climatic conditions dictate the minimum number of years required.  For example, more data years are required in semi-arid area, than wetter climate because of the extreme variability.  In addition, the shorter the interval period, the larger is the variability.  Dekadal rainfall period, for example, will have a larger coefficient of variability (the standardized measure of variability) than monthly or seasonal rainfall.


The United Nations World Meteorological Organization recommends a standardized period to calculate "normal" rainfall.  Thirty years of data are suggested; the current normal period is 1961-1990.  These are updated every 10 years.  For many parts of the world, however, many meteorological stations do not have records for the standardized period.  Consequently, other periods are used.

2.2  Homogeneity of Data


A data series is said to be homogeneous if the sample comes from a single population.  Therefore, to determine "normal" rainfall, it is important that the same period for all stations in the region be used when probability analysis is implemented.  This is to avoid a heterogeneous sample, which may be induced by sampling different spatial and temporal climate regimes such as very wet or drought cyclic patterns, or possibly by instrument exposure changes.


A situation may arise when different periods must be used because of the extreme limitation of spatial data.  In this case, it is necessary to initially test each data series to determine if the scale and shape parameters are similar.  A non-parametric test of homogeneity called "run test" (Thom, 1966) can be used.  The reader is referred to this report for further discussion on the procedure. 


Another more simple procedure is to compare the plot of the cumulative rainfall (e.g. for a particular month) for a station with the shorter number of data years with a reference station (or group of stations) with a longer period of record as shown in Figure 3. The comparison is made with the same years.  If the graph indicates a change in the trend as suggested in the figure, homogeneity of data at station "X" is suspect.  If, on the other hand, the data plots fall closely to the 1:1 line, it can be concluded that the data at the two sites are likely to be homogeneous.  The process for the comparison is as follows:


1.  Arrange the data set chronologically, earliest years first; latest year last for station "X" and the reference station. 


2.  Calculate the cumulative rainfall for each station.


3.  Plot the cumulative rainfall for each data set with the station "X" record on the 

[image: image10.wmf]
2Figure 3.  Comparing a short period station X with a reference station which has a longer period record.  Comparison is made for the same 18 years to test their homogeneity with each station.

vertical axis (ordinate) and the reference station on the horizontal axis (abscissa).  A change in the trend or slope of the plot suggests possible heterogeneity in the data.

3.0  Procedure

3.1  Gamma Distribution


The step-by-step procedure is as follows:


Step 1.
In chronological order, enter the rainfall amount for each period.


Step 2.
Find the natural logarithm of each rainfall value.


Step 3.
Find the average of ln Xi, i.e. Σ(ln Xi)/n where i=1..n.


Step 4.
Find the average (mean) rainfall for the entire record period.  This is XBAR.


Step 5.
Find the natural logarithm of XBAR, i.e. ln XBAR.


Step 6.
Calculate the value of A= ln XBAR-Σ(ln X)/n.


Step 7.
Estimate the gamma (shape) parameter, eq \O() .


Step 8.
Estimate the β (scale) parameter, eq \O() =XBAR/γ.


Step 9.
Find t(F)=Xi/ eq \O() for each rainfall value, i=1...n.


To determine the probability of a given amount of rainfall X, values of the standardized form, t(F) must be found.  t(F)=X/ eq \O(). The rainfall values are standardized by the scale parameter, β.  Using the Pearson's "Tables of Incomplete Γ-function", probability F is determined with the value of eq \O()  as estimated above and the value of the standardized variate t.  Pearson's table, however, is based on estimating the parameters by the method of moments, while the estimate of the parameters in this manual is by the method of maximum likelihood after Thom (1958).  Therefore, Pearson's tabular values are for μ, the standardized value (divided by the standard deviation) of the rainfall, and p, the shape parameter as determined by the method of moments.  To use Pearson's table, the following conversions must be made:
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Step 10.
With t values in step 9, and eq \O()  as estimated in step 7, transform this value to μ by multiplying t(F) with 1/SQRT Gamma.


Step 11.
Find p=γ-1.  


Step 12.
With values of μ and p, find the probability F, for each rainfall value using the Pearson's tables of incomplete Γ-function (see sample table in Annex).


Step 13.
Plot the rainfall values on the x-axis and the probability values on the y-axis.  

3.2  Cumulative Distribution


Step 1.
Rank the rainfall data series from the lowest value to the highest value.


Step 2.
Find the empirical probably for each rank from the relationship F=m/n+1.  


Step 3.
Plot the values of F on the vertical axis against the ordered rainfall value on the horizontal axis.


Step 4.
Find the probability less than any value by reading the probability where the rainfall value intersects the plotted curve.


Step 5.
Plot the times series (year) against its corresponding probability (percentile rank).

3.3  Conditional Probability analysis for WRSI


Historical rainfall data can be used to determine the probability of a specified amount of moisture required to sustain a particular crop in the water balance Water Requirements Satisfaction Index (WRSI) .  Table 1 is used to illustrate this application.  In the table, the WRSI at the end of the third dekad of January is 71.  It dropped 21 points since the first dekad of January.  This is a very critical growth period, entering the reproductive/maturation stages of the crop.  With the large index drop, the question is: "What is the chance of getting the required amount to sustain the crop through maturity?    To address this question, it is necessary to initially determine how much more moisture is needed from the WRSI water budget analysis as illustrated in Table 1.  The water requirement  of the crop from rainfall can be determined for each dekad from the product of the crop coefficient and the potential evapotranspiration.


The question can also be asked to consider specific periods.  For example, what is the chance of receiving the required amount to complete the crop cycle, i.e. from the first dekad of February through the second dekad in March or; what is the chance of receiving the required amount only for the month of February?  The second question is posed to consider a monitoring scenario and the important growth stage of the crop.


From Table 1, 184 mm has fallen since planting in November.  The requirements are 59, 56 and 49 millimeters for the three dekads in February or a total of 164 mm.  What is the chance of receiving 164 mm in February given that 184 mm has fallen so far since planting on the third dekad of November?  Similarly, given that 184 mm has fallen, what is the chance of receiving the required 227 mm from the first dekad of February through the second dekad in March (projected end of the crop cycle)?


Step 1.
For each station, calculate the water requirement for the dekads of interest e.g. three dekads in February or five dekads to end of the crop cycle).  


Probabilities could be calculated for each dekad (if analyses are available), but from a resource point of view, it is suggested that these be done for a period of a month or longer.  The soil moisture reserve could be considered for the net water requirement from rainfall, but to be prudent, consider the required moisture from rainfall only.  Assume the soil reserve is zero.


Step 2.
Calculate the conditional probability, P(X2│X1).


Using the following equation, calculate the frequency of the numerator and denominator.


P(X2│X1) = number of ways X1 and X2 can occur(number of ways X1 can occur.  


The numerator is the number of times rainfall was at least 184 mm from planting on the third dekad of November to the end of January and at least 164 mm for the forecast period (February).  It is clear that one must initially determine the number of times it rained at least 164 mm in February and from these sample years determine the number of times it rained at least 184 mm prior to the forecast period.  The denominator is the number of times since planting with at least 184 mm of rainfall.  The result is the ratio or percent of times the specified conditions occurred in the historical data.


On an operational level, it is obviously prudent to computerize the data so that the probability levels could be determined easily and quickly.


Step 3.
Plot the probability value for each station on a map and draw isolines of equal probability level.


Again, on an operational level, a map such as illustrated in Figure 2 could be done with the application of computer software.

4.0  Sample Calculation

4.1  Gamma Distribution


The December rainfall data in Table 2 for Francistown, Botswana for the period 1961-1990 is used to calculate the probability of rainfall amounts with the gamma distribution.

Table 2.  December rainfall for Francistown, Botswana (1961-1990)

PRIVATE 
No.
Year
Rain
Ln Rain
No.
Year
Rain
Ln Rain

1 
1961 
63 
4.143 
16 
1976 
50 
3.912 

2 
1962 
41 
3.714 
17 
1977 
194 
5.268 

3 
1963 
110 
4.700 
18 
1978 
27 
3.296 

4 
1964 
97 
4.575 
19 
1979 
35 
3.555 

5 
1965 
3 
1.099 
20 
1980 
40 
3.689 

6 
1966 
252 
5.529 
21 
1981 
47 
3.850 

7 
1967 
25 
3.219 
22 
1982 
39 
3.664 

8 
1968 
58 
4.060 
23 
1983 
55 
4.007 

9 
1969 
145 
4.977 
24 
1984 
37 
3.611 

10 
1970 
99 
4.595 
25 
1985 
22 
3.091 

11 
1971 
37 
3.611 
26 
1986 
101 
4.615 

12 
1972 
58 
4.060 
27 
1987 
293 
5.680 

13 
1973 
243 
5.493 
28 
1988 
42 
3.738 

14 
1974 
102 
4.625 
29 
1989 
47 
3.85 

15 
1975 
164 
5.100 
30 
1990 
129 
4.860 

AVG
xxxx
xxx
xxxx
xx
xxxx
88.5
4.140


The step-by-step procedure is as follows:


Step 1.
In chronological order, enter the rainfall amount for each period (in this case, for the month of December) as shown in Table 2.


Step 2.
Find the natural logarithm of each rainfall value.


For example, in Table 2, the natural logarithm for the 1961 rainfall value of 63 mm in 1961 is 4.143.


Step 3.
Find the average of ln Xi, i.e. Σ(ln Xi)/n where i=1..n and n=30 in this case.


The average of the 30 values of ln Xi is 4.140


Step 4.
Find the average (mean) rainfall for the entire record period.  This is XBAR.


XBAR for the record period is 88.5 mm.


Step 5.
Find the natural logarithm of XBAR, i.e. ln XBAR.


The natural logarithm of XBAR, 88.5 is: 4.483


Step 6.
Calculate the value of A= ln XBAR-Σ(ln X)/n.


The natural logarithm of XBAR=4.483; the mean of ln X is 4.140.  Therefore,

A = 4.483 - 4.140 = 0.343.


Step 7.
Estimate the gamma (shape) parameter, eq \O() .


Gamma = (1+SQRT(1+4A/3))/4A = 1.609.


Step 8.
Estimate the (β) scale parameter, eq \O() =XBAR/γ.


From above, XBAR=88.5; gamma is equal to 1.609.  Therefore, β is equal to 55.01.


Step 9.
Find t(F)=Xi/ eq \O() for each rainfall value, i=1...n.


Step 10.
With t values in step 9, and eq \O()  as estimated in step 7, transform t(F) to μ by multiplying t(F) with 1/SQRT Gamma.


For example, with 99 mm of rainfall, t(F)=99/55.01=1.7996.  μ=1.7996*(1/SQRT 1.609)=1.4188.


Step 11.
Find p=γ-1.  p=1.609-1.0=.609.  


Step 12.
With values of μ and p, find the probability F, for each rainfall value using the Pearson's tables of incomplete Γ-function.


With μ=1.4188 and p=0.609, the probability F, of rainfall being less than 99 mm  is 0.66 (see Annex for sample portion of the Incomplete Γ-function tables).  The probability of rainfall being greater than 99 mm is 1-F or 0.34.


Step 13.
Plot the rainfall values on the x-axis and the probability values on the y-axis (see Figure 4). For comparative purpose, the plot of the empirical cumulative distribution, outlined next is also shown.  (Note: As the gamma distribution is a theoretical distribution, the plotted curve should be smooth).

[image: image12.wmf]
3Figure 4.  Plot of the gamma and cumulative distribution for December rainfall at Francistown, Botswana.


Software programmes to calculate the probabilities for rainfall with the gamma distribution are available, e.g. FAOMET (Gommes and See, 1994).  Use of these programmes allow for rapid calculations with processing of enormous amount of data.  This is particularly the situation when spatial analyses are required for regional assessment.  If spatial analysis is not practical, it is suggested that a representative station be selected and the analysis be presented as described above.  It is clear, however, that values of β and γ must be estimated for each station and period.

4.2  Cumulative Distribution


Table 3 below shows the ordered rank of the rainfall data series from Table 1.  The corresponding year for each rank has been retained to use in Step 5 below.

Table 3.  Rank ordered December rainfall for Francistown, Botswana (1961-1990)

PRIVATE 
YEAR
RAIN (mm) 
RANK (m)
PROB

(F=m/n+1)
YEAR
RAIN (mm)
RANK (m)
PROB (F=m/n+1)

1965 
3 
1 
0.032 
1974 
102 
16 
0.516 

1967 
25 
2 
0.065 
1963 
110 
17 
0.548 

1978 
27 
3 
0.097 
1983 
110 
18 
0.581 

1979 
35 
4 
0.129 
1984 
129 
19 
0.613 

1971 
37 
5 
0.161 
1969 
145 
20 
0.645 

1982 
39 
6 
0.194 
1985 
145 
21 
0.677 

1980 
40 
7 
0.226 
1975 
164 
22 
0.710 

1962 
41 
8 
0.258 
1986 
164 
23 
0.742 

1981 
47 
9 
0.290 
1977 
194 
24 
0.774 

1976 
50 
10 
0.323 
1987 
194 
25 
0.806 

1968 
58 
11 
0.355 
1973 
243 
26 
0.839 

1972 
58 
12 
0.387 
1988 
243 
27 
0.871 

1961 
63 
13 
0.419 
1966 
252 
28 
0.903 

1964 
97 
14 
0.452 
1989 
252 
29 
0.935 

1970 
99 
15 
0.484 
1990 
293 
30 
0.968 


Step 2.
Find the empirical probably for each rank from the relationship F=m/n+1.  


m is the rank order.  n is the total number of years, in this case 30.  For example, for the rank order 5, F=5/31 =0.161 or 16.1 percent.  for m=30, F=30/31=0.968.


Step 3.
Plot the values of F on the vertical axis against the ordered rainfall value on the horizontal axis.


Figure 5 is a plot of the empirical probability of 30 years of December rainfall at Francistown, Botswana.

[image: image13.wmf]
4Figure 5.  Cumulative probability of December rainfall at Francistown.


Step 4.
Find the probability less than any value by reading the probability where the rainfall value intersects the plotted curve.


In Figure 5, the probability that rainfall is less than 50 mm is 45 percent. This is determined by moving up from the 50 mm value on the horizontal scale until the plotted line is intersected.  Next, move horizontally to the left and find the 45 percent on the ordinate or vertical scale.  The probability of exactly 50 mm is zero as is every value.  The probability that rainfall is less than 100 mm is approximately 70 percent.  The probability that it is greater than any value is 1-F.  The probability that it is greater than 50 mm is 1 minus 45 or 55 percent.  The probability that it is between 50 and 100 mm is 0.70-0.55 or 15 percent. 


Step 5.
Plot the chronological times series (year) against its corresponding probability (percentile rank) as shown in Figure 6.

[image: image14.wmf]
5Figure 6.  December percentile rank of rainfall at Francistown, Botswana.


This step is advised to increase the information content from the data set.  It provides such information as: similar historical years that may match the current forecast year; last wet year for the month (if, for example, a wet year was defined as percentile rank greater than 80 percent); last dry year for the month; wettest and driest years, etc.


Horizontal probability lines for each 20 percent are also referenced for ease in interpretation.  For example, the percentile rank of 20 percentile can be used as a threshold value for very dry condition.  The early 1980's were very dry; the mid to late 80's included a string of favourable December, with its percentile rank near to above the 70th percentile.  The driest December since 1961 was 1965; the wettest December was 1990.

5.0  Limitations

5.1  Application during prolonged drought period.


The use of the gamma or the cumulative distribution makes no assumption about what has occurred during the season.  For example, when in an apparent long dry spell, as during drought years, it may not be prudent to use probability of rainfall.  This is because of the apparent linkages of the global general atmospheric circulation and the teleconnections of the elements in one area of the globe with another.  In such a situation, it may be more appropriate to use what is known as conditional probability as discussed above.  This means that the calculation of probability is based on a given condition that has occurred.  The question is: what is the probability that there will be at least, e.g. 50 mm of rainfall, given that the previous month has produced zero rainfall.  More and more, studies have indicated that there are teleconnected linkages with oceanic temperature as a precursor to rainfall or dry spells elsewhere on earth.

5.2  What to do when the data series contain both zero and non-zero values?


When there are both zero and non-zero values in the climatological series, the gamma distribution is still applicable.  However, the data needs to be treated as a mixed distribution function of zeros and rainfall amounts.  This is given by H(X) = q +p*G(X) where q is the probability of zeros; p=1-q.  If there were, say 5 zeros (m=5) in 30 (n) years of monthly rainfall, q is estimated by m/n.  In this case, q=5/30 = 0.167. p=1-0.167 = 0.983.  G(X) is determined as before where estimates of gamma and beta parameters must be made.  H(X) is the calculated probability of "X" rainfall based on zero and non-zero values.

5.3  What happens when more than one of the same value exits in the data series?


When more than one of the same value exits, the theoretical gamma distribution will take care of the curve after the gamma and beta parameters are estimated.  In the case of the cumulative distribution, however, the plot of the cumulative probability and rainfall will be more disjointed in a step-wise fashion.  These should be plotted as with all of the other data, but recognizing that the curve is an empirical probability estimation of the theoretical curve (in this case the gamma distribution).  The prudent action is to interpolate the curve by "eye" to estimate the probability for a given value of rainfall. 


6.0  Potential Operational Issues

6.1  How to best calculate and depict these probabilities.


Because of the laborious calculations involve, it is best to use a computer programme to estimate the required probabilities.  For each period of interest, the inputs to estimating the gamma and beta parameters (including "A", mean of the values, mean of the natural logarithm of the values) can be pre-calculated from the data series.  As indicated above, it is recommended that these probabilities be used in connection with the Water Requirements Satisfaction Index (WRSI) and be shown spatially on a map as illustrated in Figure 3 above.

6.2    Considering communication delays, what time frame should be considered in issuing a "forecast" probability?


Available resources should dictate this time frame.  In SADC allow two weeks for receipt, analysis, production and delivery of product to the user.  This means when the user receives the information, approximately two dekads would have past following the end of the reporting dekad.  Therefore, probability analysis should be done for 2+1 or 3 dekads following the end of the reporting dekad.  For ease of data organization and analysis however, it is suggested that monthly periods be analyzed for product delivery.  Unless dekadal probabilities are readily calculated and available, it is further suggested that these probability products be issued after the beginning of the reproductive stage for maize and sorghum.  Furthermore, they be issued for a monthly period.  In SADC, this corresponds to approximately the month of January, February and/or March.  

7.0  Exercise

7.1  Given the data set in Table 4, estimate the parameters required for the gamma distribution.  Find XBAR, ln XBAR, mean of ln X,  "A", γ, β and t(F).  Find μ and p and corresponding values of probability F values with Pearson's Incomplete Γ-function tables.  Graph the resultant probability and corresponding rainfall values.

Table 4.  January rainfall at Francistown, Botswana (1961-1990).

PRIVATE 
YEAR
RAIN(X)
LN X
YEAR
RAIN(X)
LN X

1961 
54 
3.989 
1976 
53 
3.970 

1962 
135 
4.905 
1977 
75 
4.317 

1963 
87 
4.466 
1978 
293 
5.680 

1964 
57 
4.043 
1979 
131 
4.875 

1965 
23 
3.135 
1980 
81 
4.394 

1966 
53 
3.970 
1981 
181 
5.198 

1967 
203 
5.313 
1982 
14 
2.639 

1968 
58 
4.060 
1983 
61 
4.111 

1969 
17 
2.833 
1084 
5 
1.609 

1970 
1 
0.000 
1985 
127 
4.844 

1971 
128 
4.852 
1986 
7 
1.946 

1972 
364 
5.897 
1987 
63 
4.143 

1973 
92 
4.522 
1988 
58 
4.060 

1974 
174 
5.159 
1989 
60 
4.094 

1975 
283 
5.645 
1990 
76 
4.331 

7.2.  Given 184 mm has been recorded in the current season from planting to the end of January (see Table 1), which required seven dekads.  At least 227 mm (and five dekads) are required to complete the crop cycle.  The following statistics have been derived from the analysis of 30 years of historical rainfall data.  Of the 30 years, 20 had at least 184 mm. Of these, 10 years had at least 227 mm in the five dekads required to complete the crop cycle. Find the probability of getting 227 mm in the five dekads during the current year. 

7.3  With the rank ordered data of the January rainfall shown in Table 5, calculate and plot the cumulative probability of rainfall.  Estimate the probability that January rainfall will be greater than 175 mm. 

Table 5.  Ordered January rainfall for Francistown, Botswana (1961-1990).

PRIVATE 
YEAR
RANK
RAIN(X)
PROB(%)
YEAR
RANK
RAIN(X)
PROB(%)

1970 
1 
1 
3.2 
1977 
16 
75 
51.6 

1984 
2 
5 
6.5 
1990 
17 
76 
54.8 

1986 
3 
7 
9.7 
1980 
18 
81 
58.1 

1982 
4 
14 
12.9 
1963 
19 
87 
61.3 

1969 
5 
17 
16.1 
1973 
20 
92 
64.5 

1965 
6 
23 
19.4 
1985 
21 
127 
67.7 

1966 
7 
53 
22.6 
1971 
22 
128 
71.0 

1976 
8 
53 
25.8 
1979 
23 
131 
74.2 

1961 
9 
54 
29.0 
1962 
24 
135 
77.4 

1964 
10 
57 
32.3 
1974 
25 
174 
80.6 

1968 
11 
58 
35.5 
1981 
26 
181 
83.9 

1988 
12 
58 
38.7 
1967 
27 
203 
87.1 

1989 
13 
60 
41.9 
1975 
28 
283 
90.3 

1983 
14 
61 
45.2 
1978 
29 
293 
93.5 

1987 
15 
63 
48.4 
1972 
30 
364 
96.8 

7.4  Using the data from Table 5 above, plot the percentile ranking on the vertical axis and the chronological year on the horizontal axis.  What can you summarize from the plot?

8.0  Answers to Exercise

8.1  Answer to 7.1. 


XBAR = 100.467; Ln 100.467=4.6098.  Mean of ln X =4.1002; A=4.6098-4.1002=0.509; Gamma=1.128; Beta=100/0.509=88.65. t(F)=(175/88.65)=1.974. (see Figure 7 for graphical plot of the gamma distribution).

[image: image15.wmf]
6Figure 7.  Plot of the incomplete gamma and cumulative distribution of January rainfall at Francistown, Botswana.

8.2  Answer to 7.2


The conditional probability is 10/20 or 0.50.

8.2  Answer to 7.3.

[image: image16.wmf]
7Figure 8.  Cumulative rainfall probability of ordered rainfall at Francistown, Botswana for January.  The probabilities are empirical estimates.


Refer to Figure 8.  The probability than January rainfall is greater than 175 mm (or at least 175 mm) is approximately 1-0.80=0.20.

8.4  Answer to 7.3 (See Figure 9).


Overall, for the period 1961-1990, there appears to be more drier months in the 1960's and 1980's.  Similarly, there appears to be more wetter months during the 1970's.  The driest month occurred in 1970; the wettest month occurred in 1972.  Since 1986, the percentile rank has hovered near 40-50 percentile rank.  During the period, there were six years with recorded rainfall below the 20th percentile, the last being 1986. 

[image: image17.wmf]
8Figure 9.  Plot of percentile rank and January rainfall at Francistown, Botswana (1961-1990).
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10.0 Annex

Sample Table of Incomplete Γ-function.
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